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Different 3D representation

Voxel-based Point cloud



Different 3D representation

Nerf Mesh

What we need?

Proper representation to generate mesh

Proper representation for training neural network



—— Parametrizing meshes

Deep Marching Tetrahedra(DMTet): parametrize meshes with deformable tetrahedral grids

• Each vertex stores an offset (3-dim) and a SDF-value

• Use interpolation to infer the mesh

Deep Marching Tetrahedra: a Hybrid Representation for High-Resolution 3D Shape Synthesis

https://arxiv.org/abs/2111.04276


—— Parametrizing meshes

Augment tetrahedral grids to cubic grids -> 3D CNN



—— Class-conditioned generative model

High-Resolution Image Synthesis with Latent Diffusion Models

https://arxiv.org/abs/2112.10752


—— Class-conditioned generative model

• Concatenate Resnet Block input and class embedding

• Use cross attention to embed class labels

• Use classifier guidance to control the generation. Train an 

additional classifier with only the encoder part of Unet as 

backbone



—— Text-to-texture

• Trainable texture

• Knowledge distilled 

from a pretrained 2D 

T2I diffusion model
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